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Predictive maintenance
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Figure: Temporal aggregation of log-events (ey,, ..., ey ) over sliding windows

(T1, T2, T3). In red, events that occur in the period T, before y;, are considered
anomalous and labeled / = 1. The aggregation produces the itemsets
x1={ey,en, e}, x20 = {€s, e}, x3 = {e,, €, e} and the labels h =0, L =0
and 3 = 1. The goal is to correctly predict the labels /; from the itemsets x;.
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Background FIM

@ Let E = ed the base dictionary of events and £ = P(E) the collection
of all 29 possible patterns on E.
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Background FIM

@ Let E = ed the base dictionary of events and £ = P(E) the collection
of all 29 possible patterns on E.

o A database of pattern from a random process valued in £ is composed
of ordered set of event from E and an associated label, such that
D = {(xi, l;)_, } of elements of £ x {0,1}

Sequence | Label || Events
T 1 {e1, e}
T 0 {e1,e2,es}
T3 1 {e1,e2,€3,€4}
T4 0 {el, 63}
Ts 0 {e2,€e3,€1} ...
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D = {(xi, l;)_, } of elements of £ x {0,1}

Sequence | Label || Events
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@ Question: For any pattern in x € P(E), what is the statistical

difference of frequency in each class.
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Discriminative pattern
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Figure: An example data set of events D = Do UD;. Row corresponds to items in
E = €9 and columns to n = 20 samples. A blue colored area indicates that the
item is present in the sample column considered. In this data set, the pattern

x = {e7,eg} in € seems to be nondiscriminative since sp(x) = s1(x). On the
contrary, the pattern z = {es3, e4, es} appears to be specific to the positive class
I=1.
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Discriminative pattern

@ Discriminative pattern mining is an important problem with various
application in many area;

@ The fundamental difficult resides in the computation of frequency that
requires to enumerate an exponential number of object. The problem
is tipically NP-hard;

@ All traditional approaches such as SPuManTE rely on a Mining step
from a common frequent itemset miner on each class followed by a
frequency based test [3].
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BFP Algorithm

In the contrary, our approach is based on fitting a bayesian model on the
process of sequences and a bayes ratio [2]. There is many advantages of
this approach:
@ Inference of the bayesian model can be performed by classifcal EM
algorithm;
@ No minimum user-treshold is required for the mining step [1];
@ It is fast to evaluate any discriminative score since the frequency can
be evaluated in closed-form;

@ We can easily obtain confidence interval on the discriminative score by
sampling from the joint distribution.
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Pattern model

Let X = xn be an i.i.d.sample and suppose the underlying model is a BMM
with K components. For k € {1,..., K}, the k-ith sampling distribution
pk(x;|0x) depends has parameter 6 = (9kj)fl:1- Denoting A the

probability of sampling from the k-th component with Eszl Ak =1, the
global sampling distribution writes

K
PO, A) =D Mepk(xil6k), (1)
h=1

where © = (0x)K_; and X = (A\)KL)).
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Pattern model

Knowing the mixture component parameter A, the component indicator

w; = (w1, ..., wik) for the sample i is thus distributed as Multin(X).
Finally, the joint distribution is derived as

p(X, W[B,A) = p(W|A)p(X|W, ©) (2)
K n
= M [ [ pe(xilOk) ™. (3)
k=1 i=1
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Pattern model

Knowing the mixture component parameter A, the component indicator

w; = (w1, ..., wik) for the sample i is thus distributed as Multin(X).
Finally, the joint distribution is derived as

p(X, W[B, A) = p(W|A)p(X|W,O) (2)
K n
e )\k Hpk(xi|9k)wik. (3)
k=1 i=1

Ala ~ Dirichlet (o) ,
w;|A ~ Multin(A), )
0/(]’677 ~ Beta(677)7

xij|0kj ~ Bernoulli(fy;).
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The BFP algorithm

BFP algorithm consists mainly of three steps:

@ Given D = Dy U Dy, fit the bernoulli mixture model on each subset to
find the set of optimal parameter ['; = (©;, A;, K) associated with
label i.
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The BFP algorithm

BFP algorithm consists mainly of three steps:

@ Given D = Dy U Dy, fit the bernoulli mixture model on each subset to
find the set of optimal parameter ['; = (©;, A;, K) associated with
label i.

e For a pattern x € £ compute the ratio
p(Mi | x)
— 5
r(x) o(Mo [ ) (5)
p(Mi1)  p(x|T1)
p(Ma) * plx | To) ©
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@ The best discriminative pattern are then appended as a variable in the
feature space on which any classifier can be trained.
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Experiments

Table: Test Accuracy, Recall and AUC 10x cross-validated for bpfd, pf and bc
classifiers (with grid-search hyperparameter tuning) for benchmark datasets.

k-Nearest Nei

‘ X Gradient Boosting Random Forest | Light Gradient-Boosting Machine

BC | PF |bpfd| BC | PF | bpfd

Categorical Boosting Linear R ¢
BC | PF | bpfd | BC | PF | bpfd

BC | PF | bpfd BC | PF | bpfd
ijennl
AUC 0728 0769 0.927 | 0.726 0.767 0.913 | 0.732  0.769 0.926 0727 0768 0.927 | 0.714 0.732 0.899 | 0.614 0.643 0.841
Accuracy | 0.906 0.907 0.929 | 0.906 0.907 0.928 | 0.906  0.907 0.929 0.906 0.907 0.93 | 0.905 0905 0.918 | 0.89 0.897 0.922
Recall | 0.0398 0.0465 0.403 | 0.0411 0.0479 0.416 | 0.0238 0.0372 0.401 0.0413 0.0474 0.407 0 0.0002 0.245 | 0.106 0.105 0.419
F1 0.0742 0.0862 0.519 | 0.0762 0.0885 0.523 | 0.0455 0.0702 0.516 0.0765 0.0877 0.523 0 0.0003 0.362 | 0.154 0.16 0.505
cod-rna
AUC 0.776  0.496 0.815 | 0.776 0.496 0.815 | 0.776  0.496 0.815 0.776  0.496 0.815| 0.765 0.495 0.813 | 0.706 05 0.764
Accuracy | 0.718 0.667 0.775 | 0.718 0.667 0.775 | 0.717  0.667 0.775 0.718 0.667 0.775| 0.713 0.667 0.774 | 0.688 0.591 0.739
Recall 0.588 0 0.383 | 0.585 0 0.386 | 0.592 0 0.384 0.588 0 0.384 | 0.512 0 0.364 | 0.483 0.231 0.516
F1 0.581 0 0.532 | 0.58 0 0.534 | 0.583 0 0.532 0.581 0 0.532 | 0.544 0 0.518 | 0.503 0.263 0.568
a%
AUC 089 0.896 088 | 0.863 0.869 0.875 | 0.894 0.9 0.903 0.894 0.9 0.904 | 0.893 0.902 0.902 | 0.837 0.848 0.85
Accuracy | 0.841 0.844 0.846 | 0.825 0826 0.829 | 0.844 0.846 0.849 0.844  0.847 0.848 | 0.841 0.849 0847 | 0.817 0.826 0.824
Recall 0.597 0.604 0.615 | 0.564 0.582 0.578 | 0.606 0.613 0.626 0595 0.606 0.611 | 0.581 0.611 0.604 | 0.566 0.584 0.589
F1 0643 00649 0.658 | 0.607 0.616 0.619 | 0.651  0.656 0.666 0.646  0.654 0.66 | 0.637 0.659 0.655 | 0.597 0.616 0.617
Doors
AUC 0707 0691 0.736 | 0.713 0.707 0.753 | 0.706  0.697 0.739 0722 0715 0.749 | 0.635 0.629 0.637 | 0.557 0.574 0.574
Accuracy | 0.643  0.629 0.679 | 0.655 0.645 0.686 | 0.647  0.637 0.681 0.663 0.657 0.684 | 0.6 0.592 0597 | 0.546 0.551 0.551
Recall 0614 00608 0.642 | 0.594 0.585 0.608 | 0.595 0.577 0.619 0569 056 0.592 | 0.652 0.674 0.648 | 0.545 0.526 0.526
F1 0.632 0.62 0.667 | 0.632 0.622 0.659 | 0.627 0.613 0.66 0.627 0.619 0.652 | 0.62 0.623 0.617 | 0.545 0.539 0.539
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Discussion

Advantages

@ Approach is fast to infer and evaluate;
@ Allow to easily obtain confidence bound;

@ Can use expert-knowledge in the prior setting.

Possible improvement

@ We could improve the model by using a non parametric approach for
the bernoulli mixture model using bread stick approach to replace the
choice of K;

@ Even though efficient, the EM algorithm could be replace with
variational inference approach in order to speed up the inference phase;

@ Other discriminative score could be more suited given the use case at
hand.
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